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Abstract

In particle-in-cell plasma codes, the second-order leap-frog method is used to push the velocity and position of each
particle in the main loop. Once a velocity distribution has been inverted for injection, time-centering of the position
and velocity is necessary to maintain second-order accuracy. We have set up non-relativistic time-centering algorithms
for particle injection in our PIC code. We further developed relativistic time-centering methods for injection and we added
methods to calculate higher order accurate position. Also, the algorithms are expanded to find the position and velocity at
any specific time from those at the initial discrete time, which can be used not only in the leap-frog method but also any
other algorithms.
� 2007 Elsevier Inc. All rights reserved.
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1. Introduction

In particle-in-cell plasma codes, the leap-frog integrator, which is generally second-order accurate [1–3], is
widely used to solve the equations of motion for the particles. To update the particle motion, the leap-frog
method requires that the position and velocity are offset by one half time step (so called time-centering). Cart-
wright et al. [4] developed a non-relativistic second-order method for particle loading and injection. The model
and error analysis were improved more recently in the non-relativistic limit [5].

Recent advances in high power microwave source technology include relativistic devices such as the rela-
tivistic Klystron oscillator [6] and the relativistic magnetron [7]. Either relativistic initial velocity or high accel-
eration field (many high power microwave devices operate at a relativistic potential greater than 0.5 MeV)
require a corresponding relativistic time-centering algorithm. Moreover, some simulations do not include
the relativistic cathode–anode acceleration, but instead they start with the beam already accelerated to reduce
the computational expense associated with resolving anode–cathode field gradients. Data from a gun code or
0021-9991/$ - see front matter � 2007 Elsevier Inc. All rights reserved.
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similar model may produce an input distribution for a particle model of a beam–circuit interaction, also
requiring proper adjustment of the velocities and positions.

In this work, the injection schemes of [5] are extended to the relativistic regime. Algorithms with different
order of local error for particle injection are developed, which are more complicated than the corresponding
classical cases. Since the injection schemes are designed for pushing particles in the initial fractional time step,
it is ambiguous to define their order of global error. Instead, we use the order of local error for classification.
In this paper, second-order accuracy means the lowest order term of local error is third order. The accuracy
derived from the error analysis will be confirmed by comparing numerically computed values of position and
velocity with higher order numerical solutions, since there is no close form analytical solution for relativistic
motion even for simplified cases.

2. Standard relativistic leap-frog push

In order to understand the design of an injection scheme required to match the leap-frog method, we first
review the relativistic leap-frog scheme for solving the relativistic Newton–Lorentz equations of motion. The
continuum relativistic momentum equation is
m
dðc _xÞ

dt
¼ qEðxðtÞ; tÞ þ qvðtÞ � BðxðtÞ; tÞ; ð1Þ
where _x ¼ dx=dt ¼ vðtÞ. Setting e = qE/m, and b = qB/m, we get
c€xþ _c _x ¼ eðxðtÞ; tÞ þ vðtÞ � bðxðtÞ; tÞ: ð2Þ

Then the corresponding standard leap-frog integrator for the relativistic case with the magnetic term centered
by averaging becomes [1]
cnþ1=2vnþ1=2 � cn�1=2vn�1=2 ¼ eðxn; tnÞDt þ 1

2
ðvn�1=2 þ vnþ1=2Þ � bðxn; tnÞDt; ð3Þ
and
xnþ1 � xn ¼ vnþ1=2Dt; ð4Þ
where n indicates evaluation at tn = nDt, i.e., xn+1 is the approximate solution of the particle position at the
time tn+1.

The truncation error is the difference between the exact solution and the approximate solution obtained
from the iterative method. The local truncation error is the truncation error incurred during one time step,
assuming that the values at the previous time step are exact.

To get the local truncation error of the velocity, we define u(t) = c(t)v(t). v(tn+1/2) and u(tn+1/2) denote the
exact solutions, while vn+1/2 and un+1/2 denote approximate solutions. So when there is an error ev,leap-frog =
v(tn+1/2) � vn+1/2, the corresponding error eu,leap-frog = u(tn+1/2) � un+1/2 � (ou/ov)ev,leap-frog = c3ev,leap-frog. Then
Eq. (3) becomes:
uðtnþ1=2Þ � eu;leap-frog � un�1=2 ¼ eðxn; tnÞDt þ 1

2
ðvn�1=2 þ vðtnþ1=2Þ � ev;leap-frogÞ � bðxn; tnÞDt: ð5Þ
Substitute in the relationship between eu,leap-frog and ev,leap-frog
eu;leap-frog ¼ uðtnþ1=2Þ � un�1=2 � eðxn; tnÞDt � 1

2
vn�1=2 þ vðtnþ1=2Þ �

eu;leap-frog

c3

� �
� bðxn; tnÞDt: ð6Þ
We only focus on the lowest order term in Dt, so the last term of Eq. (6) eu,leap-frog/(2c3) · b(xn,tn)Dt, can be
ignored. vn�1/2 and un�1/2 are the same as v(tn�1/2) and u(tn�1/2), since they are initially given values in this
analysis. With Taylor expansions of v(tn+1/2), v(tn�1/2), u(tn+1/2) and u(tn�1/2) about time tn, we get
eu;leap-frog ¼
1

24
dtttðuÞðtnÞDt3 � 1

8
_aðtnÞ � bðtnÞDt3 þOðDt4Þ; ð7Þ
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where dt·m is shorthand for (d/dt)m, O(Dtk) is a vector where the lowest order component is order k, and
að¼ _vÞÞ is the acceleration of the particle as follows:
aðtnÞ ¼ eðtnÞ þ vðtnÞ � bðtnÞ: ð8Þ
So the velocity in the leap-frog method is second-order accurate since its error term is of the same order as
eu,leap-frog.

The local truncation error of the position, ex,leap-frog, is x(tn+1) � xn+1, where x(tn+1) and xn+1 denote the
exact and approximate solutions, respectively. xn�1 is the same as x(tn�1). Since the position in Eq. (4) is
updated by using the approximate velocity, the position error should include the velocity error term. With
Taylor expansions of x(tn+1) and v(tn+1/2), it can be shown that the position error is O(Dt3) as follows:
ex;leap-frog ¼ xðtnþ1Þ � xnþ1 ¼ xðtnþ1Þ � xðtnÞ � ½vðtnþ1=2Þ � ev;leap-frog�Dt ¼ 1

24
_aðtnÞDt3 þOðDt4Þ ð9Þ
which means that the position in the leap-frog method is also second-order accurate. The results are slightly
different compared to the non-relativistic case. [5]

The leap-frog method requires a half time step offset between velocity and position. In order to generalize
our algorithm, we offset the position and velocity by a fractional time step, sDt (0 6 s < 1). The s = 1/2 case
corresponds to the classic leap-frog method; s = 0 corresponds to a method in which x and v are synchronous.

3. Relativistic particle injection algorithms

Here, we focus on the injection of particles from the boundary originating from spontaneous emission, such
as field and thermionic emission from metals. It is supposed that their velocity (v) and position (x) are given
exactly at the time of their emission from the boundary, tn�f = (n � f)Dt. (0 < f < 1). They need to be time-cen-
tered in order to apply the leap-frog method at the next time step. vn�1/2 and xn will be obtained as a function
of vn�f, xn�f, and the fields. In our PIC code, we store u(t) = c(t)v(t) but not v(t), so we are trying to obtain
un�1/2 directly. The error analysis for un�1/2 is efficient since it will has the same order error as vn�1/2.

Following each method developed in the following subsections, we give the corresponding numerical ver-
ification. Since there is no analytic solution even for the simplest case (constant electric field without magnetic
fields) in the relativistic regime, we use a fourth order accurate numerical ordinary differential equation solver
as the standard solution to verify the order of accuracy of our methods.

3.1. Simple relativistic injection method

un�f

xn � xn�f ¼ cn�f

f Dt; and un�s � un�f ¼ eðxn�f ; n� 1Þðf � sÞDt: ð10Þ
The local error of the velocity, eu, is O(Dt) as follows:
eu ¼ uðtn�sÞ � un�s ¼ ðf � sÞvðtnÞ � bðtnÞDt þOðDt2Þ ð11Þ
which means that the velocity is zeroth-order accurate for general fields.
The local error of the position, ex, is
ex ¼ xðtnÞ � xn ¼ xðtnÞ � xðtn�f Þ � f vðtn�f ÞDt ¼ � 1

2
f 2€xnDt2 þOðDt3Þ ð12Þ
which means that the position is first-order accurate. Without magnetic fields, the velocity will also be first-order
accurate. We choose Eðx; tÞ ¼ ð�1e10� 4:49e13x� 1e10 sinð1e12 � tÞÞx̂ V=m, B ¼ ð1þ sinð1e12 � tÞÞẑ T as
testing fields. Fig. 1a and b show the numerical verification for zero-order accurate velocity and first-order accu-
rate position separately. Fig. 1c shows that the velocity also becomes first-order accurate without magnetic
fields.



10−16 10−15 10−14 10−13
10−7

10−6

10−5

10−4

10−3

Time step(Δ t)

E
rr

or
 o

f V
el

oc
iti

es

Velocities: Zeroth-Order Accurate

εv
x

εv
y

10−16 10−15 10−14 10−13

10 −14

10−12

10−10

10−8

10−6

Time step(Δ t)

E
rr

or
 o

f P
os

iti
on

s

Positions: First-Order Accurate

ε
x

ε
y

10−16 10−15 10−14 10−13
10−10

10−8

10−6

10−4

10−2

Time step(Δ t)

E
rr

or
 o

f V
el

oc
iti

es

Velocities: First-Order Accurate

ε
v

x
ε
v

y

Fig. 1. Test fields: Eðx; tÞ ¼ ð�1e10� 4:49e13x� 1e10 sinð1e12 � tÞÞx̂ V=m, B ¼ ð1þ sinð1e12 � tÞÞẑ T. (a) The local error of velocity. (b)
The local error of position. (c) The local error of velocity when B = 0.
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3.2. Relativistic fractional time step Boris push

Higher order methods can be obtained by adding terms to the simple relativistic injection method of Eq.
(10), considering the lowest order term in the velocity and position errors (Eqs. (11) and (12)). The following
is the simple relativistic fractional time step Boris push to obtain the position and velocity of particles at the
boundary:
un�s � un�f ¼ ðf � sÞeðxn�f ; tn�1ÞDt þ f � s
2

un�s

cn�s
þ un�f

cn�f

 !
� bðxn�f ; tn�1ÞDt;

un�f =2 � un�f ¼
f
2

eðxn�f ; tn�1ÞDt þ f
4

un�f =2

cn�f =2

þ un�f

cn�f

 !
� bðxn�f ; tn�1ÞDt; and

xn � xn�f ¼ f
un�f =2

cn�f =2

Dt: ð13Þ
The local error of the velocity, eu, is O(Dt2) as follows:
eu ¼ uðtn�sÞ � un�s ¼ �
1

2
ðf � sÞðf þ sÞ½ _eðtnÞ þ vðtnÞ � _bðtnÞ�Dt2

þ ðf � sÞ oeðtnÞ
ot
þ f ðvðtnÞ � rÞeðtnÞ

� �
Dt2 þ ðf � sÞvðtnÞ �

obðtnÞ
ot
þ f ðvðtnÞ � rÞbðtnÞ

� �
Dt2 þOðDt3Þ

ð14Þ
which means that the velocity is first-order accurate for general fields.
The local error of the position, ex, is O(Dt3) as follows:
ex ¼ xðtnÞ � xn ¼
f 3

24
_aðtnÞDt3 þOðDt4Þ ð15Þ
which means that the position is second-order accurate and the lowest error term is similar to the leap-frog
position error. Again, with constant fields (electric field and magnetic field are uniform and time-indepen-
dent),the velocity will be second-order accurate. Fig. 2a and b show the first-order accurate velocity and sec-
ond-order accurate position separately, and Fig. 2c shows that the velocity will also be second-order accurate
under constant fields.

3.3. Modified relativistic fractional time step Boris push

The relativistic fractional time step Boris push method can be modified to be third order accurate in posi-
tion for constant fields. As the analysis shown above, the velocity is second-order accurate under constant
fields. To make the position accuracy one order higher, _aðtnÞ in Eq. (15) is needed. Take total derivative with
respect to t for both sides of Eq. (2):
cðdtttxÞ þ 2 _c€xþ €c _x ¼ _vðtÞ � bðxðtÞ; tÞ þ vðtÞ � ðreðxðtÞÞ þ vðtÞ � rbðxðtÞ; tÞÞ þ oteðxðtÞ; tÞ
þ vðtÞ � otbðxðtÞ; tÞ; ð16Þ
where ðdtttxÞ ¼ _aðtnÞ.
So for constant fields, we can get
c _aðtnÞ ¼ _vðtÞ � bðxðtÞ; tÞ � 2 _c€x� €c _x ð17Þ

Note there are two additional terms �2_c€x� €c _x to be calculated compared to non-relativistic case, where we
need to use one more Boris push to get the €c term. So the modified relativistic fractional time step Boris push
method is
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Fig. 2. Test fields: Eðx; tÞ ¼ ð�1e10� 4:49e13x� 1e10 sinð1e12 � tÞÞx̂ V=m, B ¼ ð1þ sinð1e12 � tÞÞẑ T. (a) The local error of velocity. (b)
The local error of position. (c) The local error of velocity when the testing fields become constant: Eðx; tÞ ¼ �1e10x̂ V=m, B ¼ 1ẑ T.
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un�s � un�f ¼ ðf � sÞeðxn�f ; tn�1ÞDt þ f � s
2

un�s

cn�s
þ un�f

cn�f

 !
� bðxn�f ; tn�1ÞDt;

unþ1�f � un�f ¼ eðxn�f ; tn�1ÞDt þ 1

2

unþ1�f

cnþ1�f
þ un�f

cn�f

 !
� bðxn�f ; tn�1ÞDt;

un�1�f � un�f ¼ �eðxn�f ; tn�1ÞDt � 1

2

un�1�f

cn�1�f
þ un�f

cn�f

 !
� bðxn�f ; tn�1ÞDt;

uadd ¼
1

24

unþ1�f

cnþ1�f
� un�f

cn�f

 !
� bðxn�f ; tn�1ÞDt � 1

12
ðcnþ1�f � cn�f Þ

unþ1�f

cnþ1�f
� un�f

cn�f

 !

� 1

24
ðcnþ1�f � 2cn�f þ cn�1�f Þ

un�f

cn�f
;

un�f =2 � un�f ¼
f
2

eðxn�f ; tn�1ÞDt þ f
4

un�f =2

cn�f =2

þ un�f

cn�f

 !
� bðxn�f ; tn�1ÞDt; and

xn � xn�f ¼ f
un�f =2

cn�f =2

þ uadd

cn�f

 !
Dt: ð18Þ
Fig. 3a and b shows that under constant fields, this method leads to second-order accurate velocity and third-
order accurate position separately.
3.4. Field gradient relativistic fractional time step Boris push

This method treats time-independent but spatial varying fields to yield a second-order accurate velocity and
third order accurate position. Based on the Modified relativistic Boris push, it added the consideration of field
gradient terms. First, the field parameters are modified by the derivatives for the velocity and position
integration:
bv ¼ bðxn�f ; tn�1Þ þ
f � s

2
ðvn�f � rÞbðxn�f ; tn�1ÞDt; ev ¼ eðxn�f ; tn�1Þ þ

f � s
2
ðvn�f � rÞeðxn�f ; tn�1ÞDt;

bt ¼ bðxn�f ; tn�1Þ þ 0:5ðvn�f � rÞbðxn�f ; tn�1ÞDt; et ¼ eðxn�f ; tn�1Þ þ 0:5ðvn�f � rÞeðxn�f ; tn�1ÞDt;

bt1 ¼ bðxn�f ; tn�1Þ � 0:5ðvn�f � rÞbðxn�f ; tn�1ÞDt; et1 ¼ eðxn�f ; tn�1Þ � 0:5ðvn�f � rÞeðxn�f ; tn�1ÞDt;

bx ¼ bðxn�f ; tn�1Þ þ
f
4
ðvn�f � rÞbðxn�f ; tn�1ÞDt; and ex ¼ eðxn�f ; tn�1Þ þ

f
4
ðvn�f � rÞeðxn�f ; tn�1ÞDt;

ð19Þ
where vn�f ¼ un�f

cn�f
.

Then based on the modified relativistic Boris push, we only need add the field gradient terms to get
cðdtttxÞ ¼ _vðtÞ � bðxðtÞ; tÞ � 2 _c€x� €c _xþ vðtÞ � ðreðxðtÞÞ þ vðtÞ � rbðxðtÞ; tÞÞ: ð20Þ
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Fig. 3. Test fields: Eðx; tÞ ¼ �1e10x̂ V=m, B ¼ 1ẑ T. (a) The local error of velocity. (b) The local error of position.
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The corresponding injection method becomes:
un�s � un�f ¼ ðf � sÞevDt þ f � s
2

un�s

cn�s
þ un�f

cn�f

 !
� bvDt;

unþ1�f � un�f ¼ etDt þ 1

2

unþ1�f

cnþ1�f
þ un�f

cn�f

 !
� btDt;

un�1�f � un�f ¼ �et1Dt � 1

2

un�1�f

cn�1�f
þ un�f

cn�f

 !
� bt1Dt;

uadd ¼
1

24

unþ1�f

cnþ1�f
� un�f

cn�f

 !
� bðxn�f ; tn�1ÞDt � 1

12
ðcnþ1�f � cn�f Þ

unþ1�f

cnþ1�f
� un�f

cn�f

 !

� 1

24
ðcnþ1�f � 2cn�f þ cn�1�f Þ

un�f

cn�f
þ 1

24

un�f

cn�f
� reþ un�f

cn�f
�rbðxn�f ; tn�1ÞDt

 !
;
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un�f =2 � un�f ¼
f
2

exDt þ f
4

un�f =2

cn�f =2

þ un�f

cn�f

 !
� bxDt; and

xn � xn�f ¼ f
un�f =2

cn�f =2

þ uadd

cn�f

 !
Dt: ð21Þ
Fig. 4a and b confirms that under time-independent but spatial varying testing fields, this method leads to sec-
ond-order accurate velocity and third-order accurate position separately.

3.5. Relativistic general second-order method

This method achieves second-order accurate velocity and third order accurate position for general spatially
and temporally varying fields. Based on the field gradient relativistic Boris push, it added the consideration of
time dependent terms. First, the fields parameters are modified by the time derivatives using the previous time
step field values for the velocity and position integration:
10−16 10−15 10−14 10−13
10 −15

10 −10

10−5

Time step(Δ t)

Time step(Δ t)

Er
ro

r o
f V

el
oc

iti
es

Velocities: Second-Order Accurate

ε
vx

ε
v

y

10−16 10−15 10−14 10−13
10−25

10−20

10−15

10−10

10−5

Er
ro

r o
f P

os
iti

on
s

Positions: Third-Order Accurate

ε
x

ε
y

. 4. Test fields: Eðx; tÞ ¼ ð�1e10� 4:49e13xÞx̂ V=m, B ¼ 1ẑ T. (a) The local error of velocity. (b) The local error of position.
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bv ¼ 1� f þ s� 2

2

� �
bðxn�f ; tn�1Þ þ

f þ s� 2

2
bðxn�f ; tn�2Þ þ

f � s
2
ðvn�f � rÞbðxn�f ; tn�1ÞDt;

ev ¼ 1� f þ s� 2

2

� �
eðxn�f ; tn�1Þ þ

f þ s� 2

2
eðxn�f ; tn�2Þ þ

f � s
2
ðvn�f � rÞeðxn�f ; tn�1ÞDt;

bt ¼ 1� 2f � 3

2

� �
bðxn�f ; tn�1Þ þ

2f � 3

2
bðxn�f ; tn�2Þ þ 0:5ðvn�f � rÞbðxn�f ; tn�1ÞDt;

et ¼ 1� 2f � 3

2

� �
eðxn�f ; tn�1Þ þ

2f � 3

2
eðxn�f ; tn�2Þ þ 0:5ðvn�f � rÞeðxn�f ; tn�1ÞDt;

bt1 ¼ 1� 2f � 1

2

� �
bðxn�f ; tn�1Þ þ

2f � 1

2
bðxn�f ; tn�2Þ � 0:5ðvn�f � rÞbðxn�f ; tn�1ÞDt;

et1 ¼ 1� 2f � 1

2

� �
eðxn�f ; tn�1Þ þ

2f � 1

2
eðxn�f ; tn�2Þ � 0:5ðvn�f � rÞeðxn�f ; tn�1ÞDt;

bx ¼ 1� 3f � 4

4

� �
bðxn�f ; tn�1Þ þ

3f � 4

4
bðxn�f ; tn�2Þ þ

f
4
ðvn�f � rÞbðxn�f ; tn�1ÞDt; and

ex ¼ 1� 3f � 4

4

� �
eðxn�f ; tn�1Þ þ

3f � 4

4
eðxn�f ; tn�2Þ þ

f
4
ðvn�f � rÞeðxn�f ; tn�1ÞDt; ð22Þ
where vn�f ¼ un�f

cn�f
.

For general fields, rearranging Eq. (16), we can get
cðdtttxÞ ¼ � 2 _c€x� €c _xþ _vðtÞ � bðxðtÞ; tÞ þ vðtÞ � reðxðtÞÞ þ vðtÞ � rbðxðtÞ; tÞð Þ þ oteðxðtÞ; tÞ
þ vðtÞ � otbðxðtÞ; tÞ: ð23Þ
So the corresponding general injection method becomes:
un�s � un�f ¼ ðf � sÞevDt þ f � s
2

un�s

cn�s
þ un�f

cn�f

 !
� bvDt;

unþ1�f � un�f ¼ etDt þ 1

2

unþ1�f

cnþ1�f
þ un�f

cn�f

 !
� btDt;

un�1�f � un�f ¼ �et1Dt � 1

2

un�1�f

cn�1�f
þ un�f

cn�f

 !
� bt1Dt;

uadd ¼
1

24

unþ1�f

cnþ1�f
� un�f

cn�f

 !
� bðxn�f ; tn�1ÞDt � 1

12
ðcnþ1�f � cn�f Þ

unþ1�f

cnþ1�f
� un�f

cn�f

 !

� 1

24
ðcnþ1�f � 2cn�f þ cn�1�f Þ

un�f

cn�f

þ 1

24

un�f

cn�f
� reþ un�f

cn�f
�rbðxn�f ; tn�1Þ

 !

þ 1

24
eðxn�f ; tn�1Þ � eðxn�f ; tn�2Þ þ

un�f

cn�f
� ðbðxn�f ; tn�1Þ � bðxn�f ; tn�2ÞÞ

 !
;

un�f =2 � un�f ¼
f
2

exDt þ f
4

un�f =2

cn�f =2

þ un�f

cn�f

 !
� bxDt; and xn � xn�f ¼ f

un�f =2

cn�f =2

þ uadd

cn�f

 !
Dt:

ð24Þ
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Fig. 5a and b confirms that under general spatially and temporally varying fields, this method leads to second-
order accurate velocity and third-order accurate position separately.

4. Comparison with previous methods

Suppose we are tracking the kinetic energy of particles at a specific time after their injection. For simplicity,
we assume the fields are constant, E = 1e10 V/m, and B = 1 T. Particles are injected with a fixed initial velocity
vx = vy = 2.11e8 V/m2. The injected current is so small that we can ignore the space charge.

We choose the leap-frog method as the main loop algorithm (s ¼ 1
2
. To illustrate the importance of the

above relativistic algorithms, we compare the error order of particle energy for three different cases: case 1
using the classical algorithm at the injecting time t = 0; case 2 without any algorithm at t = 0; case 3 using
our relativistic algorithm at t = 0.

Fig. 6a shows the error of energy generated just after first time-step. As we expected, the classical time-cen-
tering totally fails since our fields and initial velocity are in the relativistic regime. If we do not use any time-
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centering, the error term generated in this time step will be first-order. With relativistic time-centering, the
error term will be third-order.

Fig. 6b shows the error of energy at the specified time t = 1e�11 s. For time step Dt = 1e�12 s, we run 9
time step using leap-frog to push particles; for Dt = 1e�13 s, we run 99 time steps following; for Dt = 1e�14 s,
we run 999 time steps; and for Dt = 1e�15 s, we run 9999 time steps following the initial time step. We showed
that the leap-frog is a second-order accurate algorithm, which expects the global error term to be second-
order; however, the order of the error term is determined by the initial time step algorithm. Only when we
use the algorithms at the initial injecting time step correctly, can we get the expected accurate result.

5. Conclusions and discussions

We have described five methods with different orders of local error for relativistic particle injection, which
are used to calculate the injected particle position and velocity at the initial discrete time. The accuracy of each
relativistic method is determined and numerically verified with the following test cases: constant electric fields,
spatially varying electric fields and time-dependent electric fields in a homogeneous or time-dependent
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magnetic field. In addition, we have generalized our algorithm by offsetting the position and velocity by a frac-
tional time step, sDt (0 6 s < 1). The s = 1/2 case corresponds to the classic leap-frog method; s = 0 corre-
sponds to a method in which x and v are synchronous.

Now we discuss the global error for the general case. Suppose we choose a first-order accurate (local error:
c1Dt2 + O(Dt3)) velocity injection algorithm from above, and choose a second-order accurate (local error:
c2Dt3 + O(Dt4)) velocity algorithm in the main loop. After a fixed simulated time s, the global error will be
c1Dt2 + O(Dt3) + s/Dt * (c2Dt3 + O(Dt4)) = (c1 + sc2)Dt2 + O(Dt3) which is in the second-order. So choosing
an initial injection algorithm one order lower than the main loop algorithm will be efficient.
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